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ing system from the vantage paint,of current and future support requirements,
addressing the AFGWC data processifg system over the 1977 through 1982 time
frame. This study was performed ufder a unique plan which allows complete
traceability between user requirements, Air Force Global Weather Central
operational functions, requirements levied upon the data system, a proposed
component configuration which meets the data system requirements, and a system
specification designed to acquire a system which meets these requirements.

The resultant system described has a number of unique features, including
total hardware authentication separation of security levels, load
Teveling accomplished by assigning main processors in accordance with a dynamic
priority queue of tasks, and a system-wide network control capability. Other

. key features include a central data base processor to fill requests for data
from other processors, computer operations centers, the use of array processors
for accomplishing difficult numerical problems, and sophisticated forecaster
console support. These elements have been designed to provide 99.5% reli-
ability in meeting user requirements.

The proposed system architecture consists of five dual processors each of
which is about 3.5 times as powerful as an existing AFGWC processor

(a Univac 1108). Each dual processor has an array processor which will be
capable of very high performance on vector arithmetic. The array processors
are used to assist on the difficult numerical problems, including the

Advanced Prediction Model for the global atmosphere,as well as very fine grid
cloud models and cloud probability models. Some of the new requirements that
will be supported with this system are a one minute response to query
interface, reentry support for Minuteman, and limited processing of high
resolution (0.3 nautical mile) meteorologica. satellite data. In addition,
cloud cover prediction for tactical weapon systems, ionospheric prediction
for radio frequency management, and defense radar interference prediction will
be supported by this system.

Volumes of this final System/Subsystem Summary Report are as follows:

Volume 1 - Executive Summary
Volume 2 - Requirements Compilation and Analysis (Parts 1, 2, and 3)
Volume 3 - Classified Requirements Topics (Secret)
Volume 4 - Systems Analysis and Trade Studies

Volume 5
Volume 6 - Aerospace Ground Equipment Plan

Volume 7 - Implementation and Development Plans

Volume 8 - S<::em Specification

- System Description
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ABSTRACT

This document has been prepared in partial fulfillment of CDRL line item A004

of System Development Corporation's Air Force Global Weather Central System
Architecture Study contract. Efforts for this report were expended under Task
6, "Conceptual Design and Development Plan", performed under contract F04701-75-
C-0114 for SAMSO, under the direction of Col. R. J. Fox, YDA.

The purpose of this study has been to optimize the entire AFGWC data processing
system from the vantage point of current and future support requirements,
addressing the AFGWC da*a processing system over the 1977 through 1982 time
frame. This study was performed under a unique plan which allows complete
traceability between user requirements, Air Force Global Weather Central opera-
tional functions, requirements levied upon the data system, a proposed component
configuration which meets the data system requirements, and a system specifica-
tion designed to acquire a system which meets these requirements.

The resultant system described has a number of unique features, including total
hardware authentication separation of security levels, load leveling accomplished
by assigning main processors in accordance with a dynamic priority queue of tasks,
and a system-wide network control capability. Other key features include a cen-
tral data base processor to fill requests for data from other processors, computer
operations centers, the use of array processors for accomplishing difficult num-
erical problems, and sophisticated forecaster console support. These elements
have been designed to provide 99.5% reliability in meeting user requirements.

The proposed system architecture consists of five dual processors each of which
is about 3.5 times as powerful as an existing AFGWC processor (a Univac 1108).
Each dual processor has an array processor which will be capable of very high
performance on vector arithmetic. The array processors are used to assist on
the difficult numerical problems, including the Advanced Prediction Model for
the global atmosphere, as well as very fine grid cloud models and cloud proba-
bility models. Some of the new requirements that will be supported with this
system are a one minute response to query interface, reentry support for




Minuteman, and limited processing of high resolution (0.3 nautical mile)
meteorological satellite data. In addition, cloud cover prediction for tacti-
cal weapon systems, ionospheric prediction for radio frequency management, and
defense radar interference prediction will be supported by this system.

Volumes of this final System/Subsystem Summary Report are as follows:

Volume 1 - Executive Summary

Volume 2 - Requirements Compilation and Analysis (Parts 1, 2, and 3)
Volume 3 - Classified Requirements Topics (Secret)

Volume 4 - Systems Analysis and Trade Studies

Volume 5 - System Desctription

Volume 6 - Aerospace Ground Equipment Plan

Volume 7 - Implementation and Development Plans

Volume 8 - System Specification

This volume contains a description-of the system/design trade studies used in
developing the rationale for design decisions related to proposed data system
architectures. It is organized according to major data system components
(Architectural Domain) referenced in the Trade Study Report Index. Each trade
study includes data dealing with:

a. Applicable requirements and background,
b. Design epproaches/characteristics,

c. Analysis, and

d. Summary/conclusions.

Tables presented in the first portion of the document provide reference to the
linking of each trade study to both key system requirements and system specifi-
cations. Each trade study also references individual system specifications of
concern. Appendix A to this volume contains an alphabetical index of specific
subjects concerned in the tradeoff analyses.
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TRADE_STUDY SUMMARIZATION

SECTION 1.  DATA STORAGE

A10-1

A10-2

What is the distribution of various types of storage?

What is the trade between rapid data transfer versus staging
(especially as applied to tape)?

Are there applications for such things as cassettes, tape reels,
diskette, and floppy disk?

What is the backup/recovery approach for each data type?

Are satellite data base and meteorological data base different
enough to warrant different memory types or is the extra
flexibility desired?

What is the possibility for techniques to establish satellite data
compression/rejection criteria with interactive meteorological
verification?

Is multiple simultaneous data base update from several processors
warranted?

How will control be accomplished against simultaneous update and
read?

What is the output spool buffer required versus the number of devices
(e.g., printers)?

Should the variable perimeter contain storage devices that are not
rapidly cleanable, or should this processor system share peripherals
with the normal access and special access areas?

What buffering should be provided in communications links?

Should a manual or automatic mass storage system be selected?




( ) A11-7  Should we consider the 109 bit associative memory (such as that
being developed for Rome Air Development Center) for the GWC system?

ﬁ A11-8 Can a different (e.g., cheaper) medium be ut?lized for backup?

A13-1 Is there an advantage to a single universal data base with
| classified overlays instead of a data base for each system?

l A13-2 Is the master data base hardware different trom the "security
level associated" data bases?

A13-3  What is the tradeoff between data compression versus uncompressed
storage for satellite data?

.
L i AW

1 A13-4 What is the tradeoff between more storage area and data packing in
the meteorological data base problem?

A13-5 Should discrete satellite data storage structure be used for analysis
aind image distribution functions?

A13-6 Should WWMCCS data base be distinct or combined with general data
bases? '

A13-7  To what extent should application programs know of location and
structure of data?

A13-8  Should a distributed data base concept be allowed?

A13-9  Will the present meteorological data base structure accommodate
current requirements and what are the alternatives?

A13-10 What preformatting of data can be accomplished during nonresource
critical periods to accommodate faster processing at run time,

A13-11 What generalized data structuring is warranted (e.g., communications
output messages)?

e | vii
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A13-12

A13-13

A13-14

A13-15

A13-16

SECTION 2.
A20-1

A21-1

A22-1

A22-2

A22-3

A24-1

A24-2

A24-3

A29-1

A29-2

What are the data base complications in using an associative processor
for data management?

Is there an application for a Data Management System produced by a
vendor (especially consider UNIVAC 1100 DMS)?

Is there a need to record access and usage statistics?

What are the tradeoffs between a demand versus service versus update
interface with the central unclassified data base?

Is a data-oriented language warranted for use at AFGWC? If so,
what should be the nature of the language?

DATA TRANSFER AND ROUTING
How does intercommunication take place within the GWC architecture?
What is the nature of a control-only data connection?
How do you effect one-way communication?

How will authentication be used for the "switching" of components
within the data system?

What role should authentication chips and switches have in the design?

Should the master data base processor-transfer data to the requesting
processor or directly to disk?

How do we deal with incompatible interfaces and what will be the
associated costs?

Should minicomputers be used for complex incompatible component
interfaces?

Should there be a total system protocol for devices?

What should be established for satellite data reception, processing,
and output protocol?

viii




SECTION 3.
A30-1
A30-2
A30-3

COMPUTATION AND SOFTWARE
What is the tradeoff between heterogeneous system and software costs?
What is the cost of interfacing systems from two vendors?
What is the breakdown of an average GWC function into wait,

transfer, and compute time for the different computer sizes?

What is the tradeoff between retaining RTOS along with required
upgrades and starting from scratch?

What is the minimum number of a sinale size of computer required to
meet GWC's needs?

Based on an assumed configuration mix, determine the number of

processors required to meet the GWC workload by including the factors
of security and reliability.

What is the distribution of processing according to the highest
classification absolutely required?

Should we utilize single Array Processor or try to <ziit up
the problem to be accomplished on several processors?

Should we specify special array, parallel, or associative
processors for models?

What is the tradeoff between using separate processors for special
functions or part of a large processor?

What is the tradeoff between splitting up large jobs versus more
computer power?

Can multiprocessors exist under the security requirements?

Should data base management be accomplished on a single machine or

should it be a time-shared function on several machines?




i ‘ A31-3 Can we link an array processor to more than one host? (‘13‘

f A31-4 Can network control and central data base management have their
g | bullpen backup residing on the same multiprocessor as the primary
E | function?

[ .

{ A31-5 Should miniprocessors be used for tasks 1ike nrinter interface,

console interfaces, and communications interface?

i A31-6 Should there be several processors for communications or a single one?
f A32-1 What programmer support software should be provided (e.g., inter- i
! | active programming language)? k

A32-2 Should we look at higher order languages (e.g., analysis)?

A32-3 What is the tradeoff between dedicating a function to a processor
and batched processing on several (i.e., consider system utiliza-
tion, switching and program availability)?

SECTION 4. TERMINAL INTERFACE

A40-1 What is the splitun of functions between the communications system,
communications computer, and main processor?

A40-2 What is the division of responsibility between the 1911th
Communications Squadron (AFCS) and GWC?

3 A40-3 Determine the cost savings and security impact in using RTOS in a 4
classified machine only as a router of lower level messages to a
lower-level configuration.

A40-4 Should message logging be emploved?
A40-5 Should query/response interfaces be standardized?

1 A40-6 What maximum rates should be considered?




What approach should be taken to editing and checking of outgoing
messages?

How will SWI data be handled in the proposed architecture?

Should the option and capability exist to prefilter satellite data
based on data-base defined and/or user time criteria?

Should the Satellite Image Dissemination Subsystem (SIDS) interface
be a minicomputer, normal handling of tapes, or a direct interface
with the mapping and gridding function (imput and output)?

Should the capability exist to interface raw ungridded data with
the SID interface?

Should satellite data be gridded and mapped on-the-fly using array
processors or should the processing continue to utilize current
techniques and an upgraded central system processing with buffering?

What is the tradeoff between the user of one large communications
processor versus several small ones?

Should priority of message be considered in processing?

Wlhat approach should be taken to decode/checking of the incoming
data?

Should only headers be certified for communications data or should
there be more extensive message-checking capabilities?

What processor configurations should be used for the line hand'er/
decoder routers?

Should packet switching capability be used for security/application
routing?

To what extent should protocol be standardized?




A46-1 Should the interface with all facsimile systems be the Interdata 507 (K'

SECTION 5/6.  CONSOLES/DATA INPUT AND DISPLAY

A50-1 What method should be utilized for providing and updating information
to the AWC's?

A51-1 What are the tradeoffs associated with a centralized operations
console versus independent ones?

A51-2 Should we consider interactive satellite image compression/
rejection for display?

A52-1 What features should exist in the forecast console?

A52-2 What is the tradeoff between alternative programmer interfaces
with the data system?

A52-3 What is the tradeoff between storage support and capability for
the forecaster consoles? \

SECTION 7.  PERSONNEL

A70-1 How can the shortage of qualified Air Force programmers be alleviated?
A70-2 Should programming be Air Force or contractor?
A71-1 What is the personnel requirement based on the automated work

center design?

SECTION 8.  MANAGEMENT

A81-1 Should there be modifications to the AFGWC organizational structure
and associated responsibilities?

A81-2 What is the Tevel to which operations management is considered in ;;
developing the network controller concept?




How far should we go in multitasking - especially a single CPU?

To what extent should functions be centralized as they are in the
current operating system?

Should automatic scheduling be used or should the manual mode be
continued?

What is the tradeoff between one and two network control systems?

What is the tradeoff between the benefits of exact knowledge of task
timing and the amount of resources needed to gather that knowledge?

What should be the depth of responsibility of the network controller
to the scheduling of processors in a multiprocessor configuration?

What are the advantages of maintaining the lowest security levels?

Are more than two levels of protection required within the normal
access perimeter?

Shall the design accommodate a future secure operating system?
What performance measurement software is required?

How will phaseover from the '77 baseline to the new data system be
accomplished?

What is the requirement for system usage prediction/simulation?

What simulation models should be incorporated?

How are present software development techniques to be brought under
a structured programming discipline (e.g., modularization, strict
standards, levels of abstraction, etc.)?




A85-2 How can maintenance of existing software be enhanced and new
software be produced more effectively?

A86-1 To what extent should hardware/software self-diagnostic be providec?

SECTION 9. FACILITIES

A93-1 Can the hardware layout of future computer configurations conform to
the GWC facility space available?

SECTION 10. COSTING

AC1-1 What cost is associated with the hardware and software in the
proposed architecture?

AC1-2 What costs are associated with the large computational requirements?
ACL-3 What is the software cost of not retaining UNIVAC 1100 computers?

AC1-4 What 1s the cost of redundancy in configurations where the variable
perimeter is not considered?

AC1-5 What is the cost tradeoff associated with an automated and centralized
network control capability




RELATIONSHIP OF VOLUME STRUCTURE TO DOMAINS

The trade studies contained in this volume are organized according to an augmen-
ted version of the architectural domain structure. Trade studies in Sections
1.0 through 9.0 are thus categorized in pertinent areas of this domain; e.q.,
Section 1.0 contains topics relating to Data Storage, Section 2.0 contains Data
Transfer and Routing topics, etc. The final major subdivision of the archiec-
tural domain, "Facilities," is therefore treated in Section 9.0 of this volume.
In addition, Section 10.0 has been included to treat aspects of costing, which
is an area that is not a specific division of the architectural domain.

The traceability to the architectural domain is further preserved within each
section of this volume by arranging the trade studies according to subdivisions
of that domain. For example, in Section 1.0, "Data Storage," all trade studies
numbered A11-X are associated with the A1l area of the architectural domain,
"Storage Devices." In some cases, no trade studies have been made for specific
categories; e.g., the absence of trade studies with the A12 prefix indicate that
there are no studies associated with the A12 segment memory of the architectural
domain (There are, however, trade studies that relate to processor memories under
A31, "Processors.") Wherever trades of a more general nature are treated within
a category, these are contained at the initial portion of that segment. For
example, trade studies A10-1 through A10-6 are six studies each of which encom-
passes several subtopics under the Data Storage area.
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INTRODUCTION

| ) The System/Des1 n Trade Study Report is intended to supplement the System Design
Spec1f1cat1on and the Subsystem Summary Report. It provides traceability to the
requirements (Requirement Domain) by referencing key factors involved in making
the tradeoff decisions. As part of the Subsystem Summary Report, it also
a references directly the Design Specifications resulting from the analyses.
g . However, the referenced specification items must be modified after the specifi-
cations are finalized. The section organization is the same (at least at the
l top level) as the characteristics imposed by the requirements (Characteristic
? Domain) and the components of which the system is comprised (Architectural ;
E | Domain). Within sections it agrees with the Architectural Domain which will ;%
1 l ! assist in providing easy reference to the document and finding rationale used

I for design decisions. Each tradeoff analy:is contains a unique number to be
j; referenced in the Design Specifications towards the same end.

1
l
|
|

o ;:,,i :iii cofis sans e vy e

A Previous versions have been supplemented with an introduction to each section
describing briefly the current state of the design; these introductions have
been deleted since this document is now part of the Subsystem Summary Report.

Following this introduction is the Architectural Domain and the Trade Study
Report Index. An alphabetical index is also provided in Appendix A which
allows referencing specific subjects in the tradeoff analyses.

To provide traceability, a section on related key requirements is included in

each trade study. In addition, an overall comparison of key requirements

E versus trade studies is provided. The linkage between trade studies and

i specifications is provided in a central table in the front of the document. E
Individual specifications are also referenced in each trade study. 3
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1.0 DATA STORAGE
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TRADEOFF TITLE

A10-1 What is the distribution of various types of storage?

REQUIREMENTS/BACKGROUND

Storage can be considered to be broken up into four types: memory (for both
conventional and array-type proéessors), fixed head disks (small capacity,
fast access), disks (moderate capacity, moderate access), and mass-storage
(1arge capacity, slow access). The needed amounts of these different types
of storage must be determined.

DESIGN APPROACHES/CHARACTERISTICS

(See ANALYSIS)

ANALYSIS
a. Memory (Conventional Processor)
(1) Specifications
(a) Reguired for Models:
Approximately two (2) million characters/computer
will be required for the models. This estimate is
based on the combined size of the largest model and
the operating system. The following table lists
numbers of computers and memory sizes which will
meet the requirements of the models:
# char/main # char/ext
computer | # of computers mem/comp mem/comp
IBM 370/195 6 2,097,152 —
)] CY-76 6 1,280,000 640,000
cDbC STAR 6 2,048,000 —




(b) Required for remaining functions:

We assume 5 1100/40 UNIVAC dual processor computers
(this includes 1 for backup) can fill the require-
ment. These machines will be configured at their
maximum memory of 524,288 words main and 1,048,576
words extended memory. Maximum memory for these
machines is a very cost-effective investment and
will allow for easy switching of major functions.

(2) Summary

For the models, use sufficient main memory to execute the
largest model.

For the other requirements, 4 - 1100/40s are needed;

these will also handle data base management, network

control, and act as hosts for array processors. This
workload justifies maximum memory for the systems. A
5th 1100/40 is needed for backup. This represents a

total of 57 million characters.

Memory (Array Processor)

(1) Specifications

Memory sizing for the array processor is done on the
basis of facts and assumptions involving the Advanced
Prediction Model (APM).

The APM requires a 2° resolution. (This produces a grid
made up of 90 X 180 = 16,200 for 12 layers in the atmos-
phere. This may be reduced by up to 30% due to crowding
of the grid at the pole. Thus we use a factor .7 to
account for this effect, as suggested by Smagorinsky.)




s e Wb Ll b

(2)

Forecasts will be produced for data base storage at 2-hour
intervals up to 48 hours. From 48 to 72 hours the storage
interval will become 6 hours. The time step to be used

in the solution of the equation will be one-half an hour.

It will be necessary to store two wind components,
pressure height, and the first derivative of each for two
points in time. One other factor is a reduction of the
grid size by 30% as suggested by Smagorinsky. Finally,
we will assume only one atmospheric level will be
operated on at a time.

time grid) (Smagorinsky)?haracters)
(parameters) \steps/ \size factor per word

6 X 2 X 16200 X J X 4 =5.4X10°8
character;

(Note that in the abuve calculation each word is being
converted to four characters. Since array processors
work in words, not characters, this is not a very
meaningful conversion. It is done, however, to keep
the result consistent with other storage types. The
factor of "4" is based on the 32-bit word size used by
most array processors.)

Summary

Data vectors require 4.5 X 10” characters of memory stor-
age area. Besides, this storage is also required for 1/0
buffers and microcode program memory. One million
characters (106) is therefore reasonable for array
processor memory requirements. Since there are five

Jdrray processors, a total of 5 X 106 characters is required.

5




c. Fixed Head Disks
1 The following specifications are listed as a means of

| comparing the relative merits of competitive storage devices:

; (1) Specifications

capacity access transfer control device

; unit (char) time rate unit cost  cost
‘ 432 1.6M 4.3ms  1.MMch/S  $100K $ 50K
1782 12.6M 17.0ms 1.4Mch/S $100K $150K

8405 8.4M 8.34ms  622Kch/S $ 90K $ 80K

On the basis of the above table the 8405 type of unit is
believed to be the most cost effective. Four of this
type of storage device will be needed for every processor
system. This makes a total of 20 fixed-head disks and a
storage capacity of 168 million characters.

A The four fixed-head disks are separated into two pairs so
that each half of a multiprocessor (uniprocessor) can have
its own fixed-head disks. Two fixed-head disks are
required per uniprocessor for reliability and for use by
the operating system and numerical models.

(2) Suﬁmary

Fixed-head disk storage will consist of 168 million

E characters. This will include an area for the operating
y ‘ system, data base index, and roll in/out. A1l these
factors will be new additions to the present state or
will increase from it. The 8405 type storage is picked
since it represents the best price/performance factor.

d. Disks

The following specifications are listed as a means of compar-
- ing the relative merits of competitive disk storage devices:




\ (1) Specifications

b 8440 8433

E | rotation delay 12.5ms 8.3

-% head position time 30ms 30

E | transfer rate 138,700w/s | 179,117
{ control unit cost | $88,000 $92,000
! , device cost $30,000 $25,000
] capacity 120Mchar 200Mchar

On the basis of the above data the type of unit repre-
sented by the 8433 disk is believed to be the superior
device and is recommended for use where possible.

The following table itemizes storage requirements of GWC
functions on disk type storage. The 8433-type disk has
been used whenever possible because it represents the
least cost per bit. For raw satellite data, the

UNIVAC 8440 has been shown because GWC is building a
direct interface to this disk for satellite ingestion
and because the 8433-type disk has too much data under
one set of heads for good performance in mapping and
gridding of raw satellite data. For disks that are used
as communications interfaces, the IBM 3340-type disks
have been shown because their combination of fixed and
movable heads alleviates access conflicfs; these have
been disked as "H/T - M/H" for head per track - movable
head. They have a capacity of approximately 70M char-
acters/pack with an additional .5M characters under
fixed heads.
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Normal access digital computer tapes

(2)

e. Mass

Summary

The 8433 type of disk is preferred since it represents the
latest techno]ogyland has the best price/performance rating.
A combination of disk devices including this type will oe
needed. A total of 5.7 X 109 characters disk storage are
required for basic needs. In order to meet reliability re-
quirements an additional 2.09 X 109 characters will be

required.

Storage Facility

(1)

needed for 1982:

Specifications
The mass storage facility (MSF) is seen as a replacement for

‘the present magnetic tape storage (see A11-6). The sizing of

the storage required must therefore be based on magnetic tape
usage for unclassified storage.

programmer save 5,000
Scratch (6 day save) 600
Misc. Save 1,400
Write Protect 1,112

Satellite Save
Scratch __200
8,312

Assuming a 10% utilization, this is equivalent to 831.2 full tapes.

Full tape capacity:

Single tape capacity = 10.8

Total storage needed

16,536 characters/block , g ;.1 1Bg = 10.8 inches/block

1,600 characters/inch

4 p i
Fa iy
RN ol

2.82 x 107 incies
inches/block

X 16,536 ch/blk = 4.3 X 10’ ch/tape

4.3 X 107 ch/tape X 831.2 tapes = 35.7 X 109 character

n

12




Assume 70% of data is amenable to the unclassified MSF,

9 9

.7 X 35.7 X107 = 25 X 10° characters

9 9 9 (

So total requirement ~25 X 10° + 8 X 10° ETAC + 2 X 10” (5*% contingency)

=35 X 109 characters
of which 5 X 10° must be with protected

The cost of a mass storage facility providing 35 billion characters of storage
is about $.6 million.

(2) Summary
This inexpensive storage eliminates manual handling of tapes,
and maximizes efficient utilization of disks by paging data
sets to/from disk on demand.

SUMMARY /CONCLUSION
The following represent the requirements for the different types of storage in
characters:

Memory (conventional )= = « « = = = = = —12X106 models
45x106 general purpose
Memory (array) - - - - = = =« = = = = = -5x10°
Fixed head disks = = = = » = = = = = - ~168x10°
Dighs - s = e <c = - .o e e wm == =7790%10°
Mass Storage - - - - - - e = m e - - v35,000X106

RELATED REQUIREMENTS
This Trade Study is related to the followihg requirements:

A11 requirements.

*Not as high for MSF as for 10% inch reel tapes since more efficient.




RELATED SPECIFICATIONS

- A111-1 through A111-9, A112-1 through A112-9, A113-1 through A113-5, A114-1,
% A115-1 through A115-3, A117-1 through A117-22, A121-1 through A121-3, A122-]

P | through A122-3, A123-1, A123- through A123-11, A231-1, A232-1, A233-1, A234-1,

g A235-1, A264-3, 4, A312-16, 10, A312-20, 21, 23, 24, 28, 32, 34, G30-11 through

18
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TRADEOFF TITLE

A10-2 What is the trade between rapid data transfer versus staging (especially
as applied to tape)?

REQUIREMENTS/BACKGROUND

A computer system and its data base can basically rely on two alternatives

for communication: first a direct interface which relies on the data trans-
fer rates of the storage device; and second, staging which relocates data from
a slower to a faster storage device to save access time when the data are
needed at a later point.

DESIGN APPROACHES/CHARACTERISTICS

These basic approaches have been considered in attacking the problem:
a. A direct interface between CPU and the storage devices,

b. Staging of all data base information from a slower storage
device to one with a faster access time, and

c. A combination of direct interface and staging designed to
minimize the demand on system resources, make maximum use of
faster access times of some storage devices, and meet all time
requirements.

ANALYSIS 1

The concepts of direct mass storage interface and staging were discussed in an
Ampex Terabit memory article presented at SHARE by Erik Salbu on 6 March 1974.
In this article the point is made that the spectrum of mass-storage system
interface approaches can pe divided into three separate classes: specialized,
shared storage devices, and device emulation.

15




"Most of the early attempts at mass storage systems relied nn a special phr-
pose interface directly between the host CPU and the MSS. This is the
easiest to build from a hardware standpoint, but requires the host CPU
operating system to be changed to treat the MSS as a special device and/or
the user programs to be modi fied to properly access the MSS data.

The emulation interface also involves a direct connection between the host
CPU and the MSS. However, in these approaches the MSS is given the
sophistication of being able to emulate a standard device (tape or disk).
This tape emulation approach is primarily applicable to those applications
involving a relatively small number of large sequential files since random
access is not easily supported. The most general and desirable approach is
probably a disk emulation interface in which the MSS acts as some number of
disk controllers with a trillion bits of data on virtual disk devices.
Unfortunately, the MSS architecture and access time characteristics to
indicate a continuation preclude this type of interface for general purpose
installations.

A reasonable compromise in the spectrum of interface approaches is the
concept of a shared standard device. In this approach, the MSS acts as a
data staging controller transferring large bursts of data (data sets) to a
tape or disk drive which is shared between the host CPU and the MSS. This
interface has the same advantage as the emulation interface, i.e., the host
CPU system and user software require no modifications to process the data."

SUMMARY /CONCLUSION

GWC's needs can be best met by a combination of direct interface and staging
designed to minimize the demand on system resources, make maximum use of
faster access times of some storage devices, and meet all time requirements.

16
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kLG RELATED REQUIREMENTS
= This Trade Study is related to the following requirements:
‘ No requirements.
RELATED SPECIFICATIONS
(.L A117-1 through A117-22, A451-13, G20-11 through 18
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TRADEOFF TITLE

R

A10-3 Are there applications for such things as cassettes, tape reels,
diskette and floppy disk?

REQUIREMENTS /BACKGROUND

(See ANALYSIS)

DESIGN APPROACHES/CHARACTERISTICS

(See ANALYSIS)

ANALYSIS

These deVices are normally used in keyed data entry and generally have no
role at GWC. The exception is in the data declassification manual interface
where a floppy disk shall hold the data prior to display to the security
monitor and communications positions.

SUMMARY/CONCLUSION

The security downgrade system will consist of a low capacity storage device
and a completely independent (no electronic connection) read unit which allows
a) display on a CRT to a security monitor; b) switchable manual routing to any
classified level disk.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

409 - Environmental Support - Operational Security
416 - Environmental Support - Backup to Carswell

RELATED SPECIFICATIONS
A118-1 through A118-6, A513-4 through A513-8

18
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TRADEOFF TITLE

A10-4  What is the backup/recovery approach for each data type?

REQUIREMENTS/BACKGROUND

For purposes of backup the data base ‘can be considered to be broken up into
five types:

a. Meteorological data (gridded and observational);
b. Overlay data bases;
c. Satellite data files;

d. Operating system, comm libraries, program files, and other
nontime critical data; and

e. Archival data.

There is presently a requirement and a procedure for backup of all these
data types with the exception of satellite and archival data. A decision
must be made on what will be considered adequate backup in the future.

DESIGN APPROACHES/CHARACTERISTICS

The following list contains the primary alternatives considered:

a. Have no backup of data files and instead reinitialize the
data base.

b.  Continue with the present mode of backing up all essential
files on magnetic tape only.

c. Purchase enough redundant disk and drum storage so that some
essential data base files can be backed up by these faster
devices when necessary.

19
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d. Create a backup data base identical in all ways to the primary
one and place it on mass storage devices identical to the
primary data base.

These different options involve different hardware costs and are closely
Tinked to the configuration of the primary data base. Backup requirements
must be balanced against these costs.

ANALYSIS

The present mode of data base backup by magnetic tape is too slow and limited
in its access capabilities to efficiently back up the larger mass storage
devices (such as the UNIVAC 8433 disk which will be in use before 1982).
Magnetic tape will not continue to be an adequate backup for the entire

data base. More specifically, because of its large size and the time re-
quired to transfer it (both to and from tape), the gridded and observational
data base will need to be backed up by disks identical to the primary storage
devices. The same arguments hold for the overlay data bases.

Since there is no requirement for backup of the satellite files, the record-
ing of the raw data in the satellite data receiving area (AP) is sufficient
for projected needs.

Some files which do not change with short periods of time (1ike the operat-
ing system, comm libraries, and program files) can be continued to be backed
up by magnetic tape since the files do not need to be reconstructed as often
as other data base files (one tape could serve as a backup).

Finally we consider archival data. Since these data only were constructed
for quality control, backup, and transmittal to other facilities, there is
no need for recovery procedures; no backup is needed.

20




SUMMARY/CONCLUSION

Enough redundant disk and drum storage will be purchased so that some essential
data base files can be backed up by these faster devices when necessary.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

A11 requirements.

RELATED SPECIFICATIONS
A113-3, A114-1, A115-2, A115-3, A116-1, A116-6, A117-5, A241-9
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TRADEQFF TITLE

e T e WD R AT

A10-5 Are satellite data base and meteorological data base different enough
to warrant different memory types or is the extra flexibility desired?

REQUIIEMENTS/BACKGROUND

The function and origin of the satellite and meteorological data bases are
sufficiently different so that they may each warrant unique structures or
memory devices.

DESIGN APPROACHES/CHARACTERISTICS

(see ANALYSIS)

ANALYSIS

The types of memory (storage) devices being considered for data base storage
have only included:

a. Fixed-Head Disks (low capacity, high speed)
b. Disks (moderate capacity and speed)
c. Mass Storage (high capacity, low speed)

In effect, we are sufficiently limited in our choices so that there cannot be
much variation between devices used for meteorological or satellite data bases.
(variation of data base structure is an issue which has already been declared
an option for further consideration. See A15-9.)

SUMMARY/CONCLUS ION

Since the satellite data base is an integral part of the central data base,
the design of the central data base has already determined the type of primary
and backup storage to be used for satellite data.

22




\ » RELATED REQUIREMENTS

:; ﬂ This Trade Study is related to the following requirements:
113 - Special Activities - Program D
120 - Special Activities - Z0OM Use
406 - Environmental Support - Satellite Imagery Dissemination
408 - Environmental Support - Interactive Processing and Display System
! 602 - General - Manpower Productivity

RELATED SPECIFICATIONS
A444-1, A114-1, A515-1 through A515-4
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TRADEOFF TITLE

A10-6 What is the possibility for techniques to establish satellite data com-
pression/rejection criteria with interactive meteorological verification?

REQUIREMENTS/BACKGROUND

The fully automated, reliably consistent, and accurate extraction of useful
meteorological phenomena and features observed in presentation of remotely
sensed data is currently beyond the state-of-the-art. Criteria for automation
have not been established. In the current time frame, the remotely sensed data
are presented to the meteorologist in a pictorial format, either on a CRT or
more commonly on photographic/facsimile hardcopy. The existence, recognition,
and identification of meteorological characteristics containing useful informa-
tion are manually performed by a perusal process This process is performed
manually for both static and dynamic (i.e., time dependent) characteristics.

In the latter, time-lapsed sequences are prepared for perusal by a meteorologist
in either motion picture film formats (becoming rapidly obsolete) or by refresh-
ing a CRT. The determination of wind vectors from cloud motions derived from
selected cloud locations in successive GOES data frames is a current technique
exemplifying the use of time-lapsed sequences to exiract information from dynamic
meteorological phenomena.

DESIGN APPROACHES/CHARACTERISTICS

There are two basic approaches which will satisfy this problem:
a. Manual extraction of meteorological phenomena from hardcopy disglays,

b. Automated evaluation of meteorological phenomena for hardcopy or CRT
presentation.

ANALYSIS

The attainment of capabi]ities'for fully automated extraction of useful meteoro-
logical information from remotely sensed data would be a desirable achievement.




W

An ability to automatically extract pertinent meteorological information would
subsequently enable the following cost conserving advantages to accrue:

a. Reduction in the number and talent level of required meteorological
operational personnel (including their training cycle).

b. Minimization of computational growth requirements resulting from
elimination of data that do not contairn useful meteorological informa-
tion (this activity is closely related to efforts concerned with
development of data rejection algorithms applied during the initial
data-stream processing. The problems of data compression are different
from those of data rejection).

C. Reduction of time intervals between data input and resulting output of
significant meteorological information to enable faster turnaround
where meteorological information is perishable (to either the end user
as a product, or as initial condition input values for exercising
numerical analysis or forecast models).

To achieve automated information extraction it is necessary to establish
quantitative criteria and to then invoke numerical pattern recognition and/or
signature analysis principles, probably employing both structured and non-
structured techniques. A meteoroingical (numerical) filter(s) would have to be
developed for the various types of information to be extracted from the remotely
sensed data. This activit) can be significantly enhanced by providing a semi-
automated (i.e., interactive) capability for the learning process. Once the
filter has been established and tested, it can be applied to the operational

data stream to automatically extract the meteorological information for which
it was designed.

SUMMARY /CONCLUSION

The heuristic capability may be required to achieve automated meteorologica’
information extraction capabilities and the associated long-term operational
cost-reduction advantages.

25

s o ¥ e e e "
Rl e L s TR
¥ . il s

bR S et e o g Y ¥




T

L4

A feasibility analysis and methodical development of techniques and capabilities k i )?l
3 is required. The goal in the architectural design is to accommodate such in-
vestigations and to provide a support structure for possible eventual incorpor-
ation of resulting capabilities. The results of the study will not, however,
include sny specific recommendations because of the lack of time to accomplish

any of the required data.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

{

1

| 120 - Special Activities - ZOOM Use

’ 602 - General - Manpower Productivity

% RELATED SPECIFICATIONS
A132-14




TRADEQFF TITLE

A11-1 Is multiple simultaneous data base update from several processors
warranted?

REQUIREMENTS/BACKGROUND

With similar functions active at the same time on several processors there is
an increasing probability that multiple data base updates will be performed

simultaneously. Since this adds significant complication to the system, its
necessity should be evaluated.

DESIGN APPROACHES/CHARACTERISTICS

(See ANALYSIS)

ANALYSIS

Simultaneous, multiple data base updates from several processors are definitely
warranted. It must be this way to accommodate the network control concept of
distributing functions among processors to obtain optimum system efficiency.

It is also n:cessary due to the time-line requirements of computing functions.

SUMMARY /CONCLUSION

Allow as many data base updates to occur simultaneously as is necessary to
satisfy all function needs.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

No requirements.

RELATED SPECIFICATIONS

A131-1, A132-1, A132-4 through A132-12, A341-2




TRADEQFF TITLE

A11-2 How will control be accomplished against simultaneous update and read?

REQUIREMENTS/BACKGROUND

With the concept of a centralized data base, control must be accomplished against
simultaneous update and read. If this is nct done, the "reader" could end up
with a mixed collection of both new and old data.

DESIGN APPROACHES/CHARACTERISTICS

The following approaches to this problem have been considered:

a. Hardware and Executive restraints controlling simultaneous update and
reads.

b. Data base update and read being controlled by a central data base
manager.

ANALYSIS

If disks are accessed directly by multiple processors, then disk control unit
hardware queues requests for accesses to the same physical volume. The problem
remains of how to avoid thrashing the disk due to head motion and how to avoid
discontinuity due to update while processing. The only answer is to reserve
data sets and have a convention for checking the data set status. Executive
functions will handle the problem at this level. If reserve becomes necessary
below this level, blocks can be reserved on a shared/exclusive basis. Most new
access methods have this capability. With a central data base manager, the CPU
acting as data base manager will queue requests and reserve resources. Since
the design of the data base now calls for such a manager based on other decisions,
this step also seems logical.

28
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SUMMARY/CONCLUSION

The ideal solution appears to be a combination of both design approaches, with
data base update and read being controlled by a central data base manager
through hardware, executive, end protocol constraints.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

No requirements.

RELATED SPECIFICATIONS
A341-2
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TRADEQFF TITLE

t A11-3 What is the output spool buffer required versus the number of devices
- (e.g., printers)?

i > REQUIREMENTS /BACKGROUND

Given a variable amount of output to the printer with time it must be decided
[ ‘ whether it is more cost effective to buy more printers to handle the job or
P more disks to buffer to the printer.

! DESIGN APPROACHES/CHARACTERISTICS

The two primary alternatives to this problem include procuring more printers
to handle the peak load or purchasing more disk storage for more buffer area

for output to printer. A cost study must be performed considering these two
factors.

ANALYSIS

It is unlikely that problem programs can drive printers at efficient speeds due
to wait times for data access and computer between lines. Also, it is doubtful
that, in the GWC environment, a single CPU would have enough printout to keep a
high-speed printer constantly busy. Since a 2000-1ine-per-minute (LPM) printer
is not twice as expensive as a 1000 LPM printer, it makes sense to centralize

;ﬁ and to buffer printing. Operator efficiency and security also suggest that this
: is a good idea.

What we need to know is the size of disk buffer that is required to hundle
transients, maintenance down-time, and forms changing time. If we assume that
reliability dictates duplicate printers, then we are left with transients. We
can probably assume that a priority system allows for time constraints on
products, but that a backlog of ordinary printout can build up. Printers come
in fixed speeds, so we can assume that GWC will buy enough to handle its

i problem and simply calculate buffer size as a function of turnaround, given a
printer speed.

b
ki




T s

Nt

CASE 1. Given an IBM 3800 equivalent. Assume 90% efficiency in fitting forms
to 77" drum. Line rate is then 0.9* 31.8 10Ch€S 4 144 char _ ;444 char

" sec line “sec
Backlog (hr) Buffer Size (char) 200 X 106 Char Packs
3 1.8 X 103 0.9
6 3.7 X 108 1.9
9 5.5 X 10 8 2.8
12 7-3 X 108 3.7
24 14.7 X 10 7.4

These figures have to be adjusted for the fact that the printer will be unload-
ing the buffer while it is being filled. The maximum transfer rate to disk is

8 X 105 ch/sec. At a minimum, it would take 225 seconds to load a 3-hour backlog,
allowing the printer to output 3.8 X 106 characters. This is really an insigni-
ficant result in view of the total and in view of the discrete size of storage

in 100 X 106 or 200 X 106 character packs.

Case 2. IBM 3211 equivalent. Assume 90% efficiency. Throughput = 0.9 * 2000

: 1 min _ ch
* e
LPM * 100 ch/1ine * 850 sec = 3000 — e

Backlog (hr) Buffer Size (char) (packs @ 200 X 106 ch/pack)
3 3.2 X 107

s 0.2
6 6.5 X 104 0.3
9 9.7 X 10g 0.5
12 1.3 X 10g 0.7
24 2.6 X 108 1.3

Cost Analysis

1 11,000 LPM Printer 250,000
1 2,000 LPM Printer 100,000

based on: UNIVAC 770 2000 LPM CDC  580-20 2000 LPM
$73,455 $102,060
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1 - 200 x 10° character disk (given controller) = $40,000

t | 1 * 11,000 LPM printer = 6 packs = 19.5 hour backlog for this device.
i 1 * 2,000 LPM printer ® 2.5 packs > 24 hour backlog for this device.

L. In other words, given that you can handle 24 hours of printing on the device in
| the steady state, it is cheaper to buy disks for buffers than buy another printer
| to cut the disk load.

. l The only reason to buy more printers is for priority work or additional
f | throughput, not to decrease disk buffer size.

e The number of disks is not affected by security constraints because one
spooled buffer will be used to drive several printers according to the
security classification at the output.

Three types of printers are suggested for use at GWC to meet requirements.
Their basic difference is the speed at which they operate: 1,000 LPM,
2,000 LPM, and 11,000 LPM. The following tables list the locations and
requirements these printers will fulfill:

: Normal Access Special Access Variable Access
| . Perimeter Perimeter Perimeter

3 Printer

= Speed No. Requirement | No. Requirement | No. Requirement
. 1,000 LPM 4 Maintenance 1 Maintenance 1 Maintenance
- and backup and backup and backup
.* | 2,000 LPM | 5  Routine out- 1 Routine

3 put for four output
& security

b levels and

. backup

11,000 LPM*| 2 Product - -

3 Preparation

*Chosen for mechanism which permits special character and contours rather
than for the high print speed. This prototypical model was selected because,
as the most expensive selection in its class, it results in a conservative
cost for implementing this architectural feature.
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SUMMARY /CONCLUSION

The amount of buffer required to support spooled output should be consistent
with the minimum numbers of printers required to support peak average output.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

A1l requirements.

RELATED SPECIFICATIONS
Al111-2, A111-4




TRADEQFF TITLE

A11-4 Should the variable perimeter contain storage devices that are not
rapidly cleanable, or should this processor system share peripherals
with the normal-access or the special-access areas?

REQUIREMENTS/BACKGROUND

The processor system in the variable-access perimeter is intended as a backup
system for both the special-access and normal-access perimeters.

DESIGN APPROACHES/CHARACTERISTICS

The tradeoff in this case is between the difficulty of cabling the variable
access perimeters to two external peripheral sets versus having peripherals
inside the variable access perimeter. Because disks are not rapidly cleanable,
they could delay switching of the variable-access perimeter from the special
access mode back to a normal-access mode.

ANALYSIS

Because the variable-access perimeter processor system acts as a backup, when
it is used it will normally be assuming the role of a failed processor or of

a processor which will be taken for preventative maintenance. Hence, all of
the data base information it needs to do its work will be contained on disks
located either inside the special-access or inside the normal-access perimeters.
The variable-access perimeter processor will not need disks or tapes in its

own area. Placing disks or tapes in its own area could result in a higher
probability of security violation due to the fact that such disk packs or

tapes would have to be removed to make a transition from running special

access to running in normal-access mode.

SUMMARY /CONCLUSION

The variable access perimeter shall contain only rapidly cleanable devices,
e.g., the array processors, main memory, and fixed-head disks.




RELATED REQUIREMENTS

{ This Trade Study is related to the following requircments:
100 - Special Activities - A1l requirements.

RELATED SPECIFICATIONS

A312-23, A263-1, A261-1 (c)
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f TRADEOFF TITLE ( K

] ! A11-5 What buffering should be provided in communications 1inks?

REQUIREMENTS/BACKGROUND

Communications Tinks into AFGWC will be handled by front end devices called
Tine handler/decoder routers (LHDR). The LHDRs will have to have sufficient
buffering to ensure that they can handle peak load transients and that they
can store-and-forward messages. In addition, buffering should be provided
between the communications 1inks and the remainder of the data system to allow
processors within the data system time to be upgraded for security reasons or
to respond in a prioritized order to messages. It should be noted that the
LHDRs are not actually part of AFGMC, bu® rather belong to the communications
squadron. Hence, the concern of this tradeoff study is not so much with the
design of the LHDR and its associate peripherals, as it is with the interface
to the Global Weather Central. The tradeoff analysis concerns itself with the
_ internal structure of the system of LHDRs only as it pertains to and effects 73
4 that interface. ( -

Rl

DESIGN APPROACHES/CHARACTERISTICS

) : I¥ the LHDRs were interfaced on a computer-to-computer basis with the remainder

‘ of the AFGWC data system, they would require their own disks for buffering. How-
ever, this direct computer-to-computer interface is not desirable in the
enhanced architecture because of the following reasons:

a. Processors within the data system may 'not necessarily be at a
security level compatible with an LHDR, hence, buffering is
required in between the LHDR and the data system.

b. Network Control must manage the scheduling of functions within the
data system to meet deadlines and priorities. Therefore, lower
| priority messages may back up between the LHDRs and the remainder
of the data system.

.{vw Bk ) 36




Processor-to-processor cabling is more constrained (i.e., must
have shorter cables) than processor-to-disk-to-processor communications.

The disks on the LHDRs would be an additional expense.

Switching of CPU-to-CPU channel speed communication is
dangerous in that it has the potential of causing errors that
would bring both CPUs down.

ANALYSIS

The LHDRs should be interfaced to disk subsystems of the AFGYC-enhanced
architecture rather than directly to processors. The only difficulty in
doing this is to overcome the potential bottlenecks of having processors
within the AFGWC data system accessing messages placed on disks by LHDRs
attached to communications 1ines. This potential bottleneck can be overcome
by using the multiple disk packs for the data sets and providing alternate
paths to the disk packs through control units and switches. Also, the nature
of the disk packs themselves can be optimized for rapid retrieval of data,
i.e., they can be a mixture of fixed and movable head disks such as the IBM
3340. For the IBM 3340, the first five cylinders or su are accessed via fixed
heads while the remainder are accessed via movable heads. This arrangement is
also convenient for store-and-forward messages which will be accessed solely
by the LHDRs. The volume of storage supplied by five cyclinders of the 3340
is approximately .5 million characters per pack, which is more than enough
storage for the store-and-forward messages handled by LHDRs.

SUMMARY/CONCLUSION

The only buffering provided in communications links in the enhanced architec-
ture will be that of system disks. The nature of the system disks should be
such as to preveut a bottleneck in the accessing of messages within the data
system and the pacing of messages on the disks by the LHDRs. To prevent such
bottlenecks, multiple disk packs should be.used to spread data sets over as
many access arms as possible, and multiple control units with multiple ports
should be used on a string of disk packs. Furthermore, the disks themselves
should be of a nature that have both fixed and movable head areas on them.




RELATED REQUIREMENTS :

This Trade Study is related to the following requirements:

A11 requirements.

RELATED SPECIFICATIONS

A40-1, A451-13, A113-1, through 3




TRADEOFF TITLE

A11-6 Should a manual or automatic mass storage system be selected?

REQUIREMENTS/BACKGROUND

Some automatic storage devices do not require the personnel associated with
their manual counterparts. The result then is a savings in manpower and a
possible cost savings overall. The savings in personnel is especially attrac-
tive at GWC which will undergo no manning increase while requirements for new
products continue to rise.

DESIGN APPROACHES/CHARACTERISTICS

There are two possible areas of application for this concept at GWC:

a. All storage internal to GWC which is now done on magnetic tapes can
instead use a mass-storage facility;

b. Storage which must continue to use the magnetic tape medium, such
as that which will be sent to a customer external to GHC, is a
candidate for an automated tape library.

ANALYSIS

The replacement of conventional tape devices for unclassified applications would
replace two tape hangers/shift or a total of 10 individuals. The burdened rate
for these is about $25,000/year for a total gross savings of $250,000/year.

The IBM 3850-B1 mass storage facility rents for $16,333/month, leading to an
annual cost of $195,996.

The Calcomp tape library is much less expensive. Its monthly rental on a 1-
year lease (GSA) for a redundant system of 2 LCUs, 4 LSUs is $78,480. An

additional one-time cost involves the software interface between the Calcomp
machine and UNIVAC hardware. The Census Bureau is currently developing such

software for their own use but it will not be supported by Calcomp. SDC estimates Q

that Calcomp could provide fully supported software at a one-time cost of about
$100,000.




Total replacement of the personnel involved in tape hanging would require the
acquisition of both a mass-storage facility and an automatic tape library at
a cost which approximately equals the savings.

SUMMARY /CONCLUSION

There is a definite application for an automatic mass storage system at GWC.

RELATED REQUIREMENTS

This Trade Study is related to the fcllowing requirements:

602 - General - Manpower Productivity
409 - Environmental Support - Operational Security

RELATED SPECIFICATIONS

A117-1 through A117-22, G30-11 through 18




TRADEQFF TITLE

A11-7 Should we consider the 109 bit associative memory (such as that being
developed for Rome Air Development Center) for the GWC System?

REQUIREMENTS/BACKGROUND

Rome Air Development Center is funding development of a log-bit associative
memory to augment their STARAN for data base applications.

DESIGN APPROACHES/CHARACTERISTICS
(See ANALYSIS)

ANALYSIS

In our time-frame the technology would serve to enhance the capabilities of an
associative processor. We cannot count on it being available, however.

SUMMARY /CONCLUSION

GWC should monitor the progress of this technology through Rome Air Development
Center.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

218 - Command Control Systems - Computer Flight Plans

305 - Emergency War Order Support - SAC
408 - Environmental Support - Interactive Processing and Display System
511 - Space Environment Support - OTHB Radar

RELATED SPECIFICATIONS

There are no specification items pertinent to this conclusion.

RELATED SPECIFICATIONS

None
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TRADEOFF TITLE

A11-8 Can a different (e.g., cheaper) medium be utilized for backup?

REQUIREMENTS/BACKGROUND

Because of the size and complexity of GWC's data-base backing, it up can be an
expensive problem. A different approach is to use a cheaper medium for backup.

DESIGN APPROACHES/CHARACTERISTICS

Provided that cheaper mediums of stirage can meet speed requirements, two of the

n
prime candidate devices are magnetic tape or a mass-storage facility (101‘-bit
capacity).

ANALYSIS

A typical mass-storage facility holds approximately 35.3 x 109 characters, or
about 170 disks worth of data. If it could be used as a backup (e.q., meets
access-time criteria) it could quickly pay for itself.

An example is the satellite data base which will require a total backup of about
200 x 106 words by 1982, or 1.2 x 109 characters. The cost of disks to store
these data is about 2/3 the price of a mass storage facility. But, in

addition to this backup, the mass-storage facility could also be used to store
raw satellite files, saving additional disk space and, therefore, more memory .

SUMMARY/CONCLUSIONS

The mass-storage facility may be a feasible alternative medium for backup but
should still be carried as an option.
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(i RELATED REQUIREMENTS
This Trade Study is related to the following requirements:

%i , 601 - General Growth

RELATED SPECIFICATIONS

A116-1, Al16-6, A117-1, A117-15, A241-9
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TRADEOFF TITLE

M13-1 Is there an advantage to a single universal data base with classified
overlays instead of a data base for each system?

REQUIREMENTS/BACKGROUND

The data base is primarily made up of observational, gridded meteorological, and

. satellite-sensed parameters. It is the storage location of the primary input

and output fields used by the GWC analysis and forecasting functions. The basic
structure of this data base therefore has a definite impact on the computer
resources required by these key GWC functions and should be designed accordingly.

DESIGN APPROACHES/CHARACTERISTICS

Because of the nature of the meteorological data base (i.e., size, structure
complexity, and requirement for random access), disks are the best storage
alternative. The capability will be present (because of the existence of the
one-way data 1ine) to upgrade data from the unclassified data base to any
higher level.

The present data base design allows for essentially duplicate data bases on
each of the component computer systems which comprise GWC. An alternative
approach is to have less redundancy and more centralization in the data base
design. This would call for one processor acting as a data base manager
controlling the simultaneous use of the data base by the other processors. The
central data base could be complemented by additional classified overlays on
the individual systems when required by security considerations.

In eliminating the data base redundancy, the large data base plan also reduces
the number of storage devices needed. The one data base, being accessed by
processors of varying classifications does present a security problem; however,
this problem would be solved with the use of control-only data 1inks between
the unclassified central data base and processors of a higher security level.
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ANALYSIS

With several meteorological satellites (DMSP, GOES, and TIROS) and with more
sources for data (including radar data), the update of the data base will not
necessarily be on a 3-hour {or any other) period. In fact, 1985 require-

ments dictate the assumption of data availability to update the meteorological
data base on a sporadic (and for the most part almost continuous) time scale.
Data base updates based on requirements and time 1imitations necessitate up-
dating of universal data bases on the order of 10 minutes or less. The total
transfer of data is an expensive requirement in terms of resources used. We
propose the alternative where data are not necessarily duplicated from the
master data base but rather all processors have access to a universal data base.
One of the principal reasons for not doing this in the past is that the updating
of this information by forecasters may impart information which is classified
because of time and position. The solution as we see it is the existence of a
classified data base which retains information updated by the forecasters which
in effect acts as an overlay to the universal data base. As far as the user
programs are concerned, they are accessing a single data base, and other

users operating at the same classification level can receive the same
information. In fact, the classified data base is small so excess time will

not have degraded the system and a significant amount of resource has been saved.

One problem has been accessing data without betraying the location. We feel
that the globe can be partitioned (e.g., WAC charts) and the data can be re-
quested v1a control-only data 1inks using the code which identifies one part
in 512 (2 in terms of bits passed from a higher level computer with the actual
protection of hardware for the actual access to the master data base).

An overlay is dependent upon the explicit 1ink between geometric 3-space and
the data base structure. Until this relationship is established, we won't
know precisely how the overlays work. If the relationship can be determined
a priori, then there will be a table established which, with knowledge of the
order of transmission of data, identifies portions of the data base to be




substituted for what is being transferred. This table then points to the new ( ?
é‘ | data. Whether each new data set has to be checked for substitution or whether

some intelligence can be employed to the arrival time of the key data again

; depends on the structure and the predictability of the arrival of the data.

7? { At some level it should be predictable, but not necessarily at the individual

k grid-point level.

Compared to the size of the total meteorological data base, the overlay portion
is deemed to be fairly small. If it results from classified data input, it
might be as much as 5%, but if it results from manual corrections, it will be
extremely small.

SUMMARY /CONCLUSION

A single universal data base will be used which each computer system can access. v
Classified overlays will be used for a computer system based on security re- f
quirements. This design will require a minimum number of mass-storage devices |
compared to the present redundant data base concept. Each processor will have
access to the data base either through two-way communication lines or a one-way
communication line plus control data line depending on the security level.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

A1l requirements.

RELATED SPECIFICATIONS

Am31-2, 3, 7, 8, A132-1, 4, 5, 7, 11, 14, A261-1 (e, k), A341-3, A931-1, A251-1
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TRADEOFF TITLE

A13-2 Is the master data base different hardware than the "security level
associated" data bases?

REQUIREMENTS /BACKGROUND

It has been decided that the central data base will be augmented by several
classified overlays. While the central data base will be available for access
by all processors, a classified overlay will be available only to systems of
the same level as the system which built it. Because of the bulk nature of
the classified data base, it may warrant different hardware.

DESIGN APPROACHES/CHARACTERISTICS

The design of the data base has been considered by Al10-1.

ANALYSIS

The question here pertains to the bulk nature of the master data base and

the fact that input to that data base will be in large data quantities.
Contradistinctively, the classified data bases have multiple users with shart
messages and cyclic storage areas for communications. There is a good chance
that a combination of fixed and variable head disks would be appropriate tor
the classified data bases but not for the master.

SUMMARY /CONCLUS ION

A master data base will be on disks augmented by a mass-storage facility.
Overlays to this data base will be established on disks at the appropriate
security level.
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RELATED REQUIREMENTS

5  ' This Trade Study is related to the following requirements:

3 100 - Special Activities - All

| 300 - Emergency War Order Support - All

l 511 - Space Environment Support - OTHB Radar

. RELATED SPECIFICATIONS

 ' * | A113-3, A115-1, A233-1, A235-1 f

,‘ ‘ ;

k | ‘
‘i ;

48




TRADEOFF TITLE

A13-3 What is the tradeoff between data compression versus uncompressed storage
for satellite data?

REQUIREMENTS/BACKGROUND

Satellite data are presently mapped, gridded, and stored in the data base on a
1/64th mesh grid (3 nautical miles on a side). The information is "packed" so
that six grid points are contained in each 36-bit word. As the requirements for
processing more and more satellite data increase, so does the amount of mass
storage it takes to contain these data. Another factor is the requirement for
processing of higher resolution satellite data which will require even more
storage space. Design alternatives which would reduce the amount of mass storage
needed should be investigated.

DESIGN APPROACHES/CHARACTERISTICS

The relative value of raw data compression versus the direct storage of raw
data is addressed in this analysis.

The following assumptions and approaches will be used in this study:

a. The bulk of this discussion will treat “data compression” as compression
for the purposes of data ingest storage. Data compression techniques
associated with various techniques of pattern recognition will be handled }
in a far more qualitative manner. :

b. This tradeoff assumes the use of double density disk units that will
store approximately 34 million (36 bit) words, e.g., UNIVAC 8433 disk
unit, although it is recognized that other disks are also candidates.

c. Raw data, once ingested for a specific vehicle, will be gridded and
mapped prior to the next contact with the same vehicle.

d. Total real-time conflicts can exist within a program. For example,
two DMSP vehicle contacts can occur in exact time coincidence.




e. Current Site III or satellite relay capabilities were not considered to
1 be limiting; i.e., the vehicle/AFGWC interface is working at optimum

: efficiency and the equipment in that interface is transparent to the
@ AFGWC data system. (In the Block 5D era this would imply two 2.66

k| mbs links from each remote site.)

- f. Vehicle orbit parameters are approximately assumed for 1) DMSP vehicles
‘ flying for early morning and noon area crossings and 2) TIROS-N flying
i o | for mid-morning and mid-afternoon area crossing. (This precludes the

* occurrence of simultaneous "major blind" readouts.)

ANALYSIS

The alternative to storing the satellite data in their present uncompressed form
is to go to some compression technique (1ike a Fourier Analysis) and store only
representative parameters in the data base. Besides allowing for a reduction in
mass storage area needed, these "compression" parameters may have other direct

applications to cloud analysis, thus having other favorable effects on computer (,f
resources. ‘

More than reducing data storage space, the compression statistics may prove very
useful in enhancing automated cloud analysis techniques. The work of Captain

! Sikula at GWC indicated that a compression rate of 100-to-1 could be achieved

: with the necessary cloud information still retained. There are two problems
with applying Captain Sikula's work too quickly to the GWC situation:

a. Much costly development work is still left to be done in the area of
relating satellite data compression statistics to cloud parameters;

b. Since the compressed data will be used for other analysis models (snow
E . and temperature for example) as well as displays, a compression technique
: suitable only for a cloud analysis cannot be employed. It is estimated

that the kind of general compression rate GWC could more likely obtain
is 4 to 1.




<

This qualitative discussion will now be followed by a detailed five-part study
of the costs involved in storing and compressing satellite data at GWC.

g . DMSP

The maxinium expected single-station readout will occur when a vehicle
exits its "major blind" which occurs between daily revolutions 1 and 6.

At a maximum, this will cover four revolutions or approximately 400
minutes of data (one full record) recorded in the smoothed mode and 20 to
40 minutes of fine data (one full record). This can occur with a real-
time conflict of the second DMSP vehicle. The second vehicle would be
reading out 100 minutes of smoothed data and 20 to 40 minutes of fine data.

I by ki

a. Vehicle 1 (Major Blind Exit)
1. Smoothed Data

P | Number of 36 bit words/readout = 2.66 mbs X 60 sec/min X 2.5 min
? per orbit of data X 4 orbits X 0.86 (Data Formatter conversion
1 ; ( factor) + 36 bits per word.

i 4 Total = 38 X 10° words/readout
| 2. Fine Data

Number of 36 bit words/readout = 2.66 mbs X 60 sec/min X 10 min
of transmission time X 0.9 (Data Formatter conversion factor)
+ 36 bits/word.

Total -_39.9 X 106 words/readout
b. Vehicle 2
1. Smoothed Data

2.66 X 60 X 2.5 X 0.86 + 36
| Total = 9.5 X 106 words/readout

2. Fine Data
Total = 39.9 X 106 words/readout




The requirements that are associated with DMSP and TIROS-N are:

a.

Total coverage and processing of smoothed data from DMSP and TIROS-N
(starting in 1978), and

Processing of three percent of available DMSP fine data in 1978 and
ten percent in 1980.

The maximum data input will occur in 1980 when AFGWC is processing total coverage
from the DMSP and TIROS-N smoothed source and ten percent of DMSP fine data. Raw
storage is, however, constant even if total fine data processing is required since
we assumed three percent could be gathered during a single orbit.

a.

DMSP Smoothed Raw Storage

Vehicle 1 38 X 10% words
Vehicle 2 9.5 X 10§ words
Total 47.5 X 106 words

Two dedicated double-density disk units (34M words each). (i:;)*
DMSP Fine Raw Storage
1978

39.9 X 10° words/readout X 10 readouts day X 2 vehicles X 0.03 (1978
requirement). Total = 24 X 108 words. One dedicated double-density
disk unit. '

1980

39.9 X 10° words/readout X 10 X 2 X 0.1 (1980 requirement). Total =

80 X 106 words 39.9 X 106 words/vehicle for maximum readout per vehicle.
Note: Allowing for 75 percent of the maximum two-vehicle readout gives a
total fine raw storage of: 60 X 106 word/2 vehicles. Two dedicated
double-density disk units. This much raw fine storage would also be
sufficient for total fine data processing. The 75 percent assumes that
total real-time conflict will not occur on file data because of the
selectivity used in recording specific areas of high interest.
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TIROS-N

? Due to the probability of real-time readout conflicts, TIROS-N will require
' separate storage from DMSP. Storage requirements for smoothed data will be
jdentical to DMSP. No requirements exist for TIROS-N fine data processing.

] GOES
s A single GOES readout in Mode A requires 51 X 10°

two dedicated double-density disk units.

words of mass storage or

| TOTAL #ASS STORAGE COST FOR RAW DATA

The total number of double density disk units ($36,000 each for the UNIVAC
8433) required for raw data input is eight plus a control unit ($100,000
each). Allocating one disk controller and a pair of disks for backup gives
a total price of $560,000.

DATA COMPRESSION COST

The cost associated with the compression of raw data utilizing a two-dimen-
sional Fast Fourier Transformer is approximately $0.5 for each 2.66 mbs

i input source (hardware only). At a minimum, this would require two units

3 plus one backup to process the smoothed data from a single vehicle ($1.5M).
Facilitating multivehicle support within and between TIROS-N and DMSP, as
well as handling fine and smoo:hed data simultaneously, would further in-
crease the cost. Note: This cost is the data compression only and does
not address additional costs associated with data reconstitution.

SUMMARY/CONCLUSTION

The cost for storing the satellite data in raw form on double-density ‘disk units
(34M words each) is far less than the cost associated with the implementation of
data compression. The cost for storage in raw form ‘s $560K compared to several
million for raw data compression. Furthermore, it has not been shown at this
time that the compression parameters can significantly enhance other functions
(cloud analysis).

53




RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

113 - Special Activities - Program D

120 - Special Activities - ZOOM Use
; 406 - Environmental Support - Satellite Imagery Dissemination
B 408 - Environmental Support - Interactive Processing and Display System
E 602 - General - Manpower Productivity

RELATED SPECIFICATIONS

A452-1 through A452-5, A114-1, A515-4, A313-12 through A313-17, A234-7,‘2,
A441-1 through A441-3, A442-1, A443-1
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TRADEOFF TITLE

A13-4 What is the tradeoff between more storage area and data packing in the
meteorological data base problem?

REQUIREMENTS/BACKGROUND

The present data base format encourages the packing within a single word of as
much data base information as is possible. The primary consideration is saving
of storage area, both on the mass-storage device and in the core of the computer.
But as more storage and core area become available at cheaper prices, computer
time spent in the extra packing and unpacking may be more significant.

DESIGN APPROACHES/CHARACTERISTICS

The two extremes in this case are to continue to encourage packing in the data
base or to prohibit any packing of data. The first case assumes that storage

area must be conserved at all costs and the second one uses as much storage as
necessary in order to save any possible compuie time.

ANALYSIS

The primary factors which reflect on this situation include:

a. More mass storage available
b. More and faster core storage available
c. More preformatting or massaging of data.

This indicates that the future situation will be more complicated than the
present one which encourages data packing to save mass and core storage. More
core and mass storage and faster access times suggest less packing is necessary
but faster core says that packing could be handled more effectively. It comes

down to looking at each individual function and deciding what the tradeoffs
would be.

Prediction models like ZOOM and AWSPE could lend themselves to the unpacked
format rather well since the grids are small in size and data handling is not
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a problem. Functions dealing with the 15 cloud layers per grid point and the
very dense satellite data face other problems since it would take massive
amounts of additional core to accommodate them.

If the data are preformatted or massaged to make it more suitable for individual
functions, maybe even those handling cloud and satellite information can be
made to handle it in an unpacked form. The question is not a simple one, for
each function there needs to be a tradeoff between computation time and core
with a constraint that requirements must be met.

SUMMARY/CONCLUSION

We will allow independent or unique pieces of data to be stored separately and !
will pack data which is closely related and occurs in large quantities. This
decision reflects the complexity of the hardware situation where mass storage
will be available at cheaper costs and computer power will also be reduced in
price. It strikes a median between these two costs.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

No requirements.

RELATED SPECIFICATIONS

A115-1, 2
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TRADEOFF TITLE

A13-5 Should discrete satellite data storage structure be used for analysis and 1
image distribution functions? i

REQUIREMENTS/BACKGROUND

Once satellite information has been assimilated into the GWC data system it has
two primary uses: analysis algorithms and image distribution functions. Because;-
of the different nature of these two applications, there may be a real need for
unique data bases to exist.

DESIGN APPROACHES/CHARACTERISTICS

The present approach is to map and grid all satellite data to a central data
base in both polar steographic and Mercator projections. Data are then ,
extracted from this storage area and modified (1f necessary) for the specific 4
application. The alternative to this is to construct two types of software |
data bases designed either to contain information for analysis models or for
displays. This approach would allow for the preprocessed, prefiltered, .

or otherwise modified data to be stored in that form in the data base, already
tailored to a specific need.

ANALYSIS ;

The redundant storage alternative suggested by this tradeoff offers the

possibility of employing two techniques which may be advantageous to analysis
functions:

a. Satellite data preprocessing before data base storage during non-
critical time periods,

b. Satellite data statistical reduction by hardware before data base
storage.
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Many satellite data will be ingested and analyzed in the future within the
sprint sunstream where there is no overhead time available for preprocessing;
hence, the first point offers no advantage. Data reduction by hardware is not
feasible until development has shown ways that the reduced parameters can
benefit analysis functions; this has not been accomplished.

Neither the requirements which would justify nor the advantages derived from
the separate storage of satellite data to be used for analysis or display
functions have been identified.

SUMMARY/CONCLUSION

GWC should continue with its present plan to store all satellite data to be
used by both display and analysis functions in a single, central data base
until such time as another direction seems advantageous.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

113 - Special Activities - Program D

120 - Special Activities - ZOOM Use

406 - Environmental Support - Satellite Imagery Dissemination

408 - Environmental Support - Interactive Processing and Display System
602 - General - Manpower Productivity

RELATED SPECIFICATIONS

A115-1, A241-6, 9, A452-1 through A452-5, A515-1, 2, 4




Q TRADEQFF TITLE

A13-6 Should WWMCCS data base be distinct or combined with general data bases?

f REQUIREMENTS/BACKGROUND {

To satisfy the requirements established by WWMCCS, a data base different from
the one presently at GWC will be required. It must be established whether this

new data base will be separate and distinct or combined with other general
data bases.

DESIGN APPROACHES/CHARACTERISTICS

The WWMCCS data base can be designed to be a unique and separate area, suitable
, for WWMCCS needs only, or it can be combined with a global representation of all
meteorological parameters of interest to the modernized base weather station as
well as internal GWC forecasters. The second suggestion may provide a savings
in mass storage area (by cutting down on some redundancy); but it will pose a
significant problem*involving planning and integration of ideas.

ANALYSIS

We think the concept of a WWMCCS data base should be generalized to be a user
interface data base which includes a global representation of all meteorological
parameters of interest to the modernized base weather station, WWMCCS users, as
well as internal GWC forecasters. The structure should be developed hand-in-hand
with the language for its use. It should also involve the availability of
preformatted human user or machine compatible messages for presenting the data
and a hierarchical request structure encompassing the time, space, and
meteorological parameter vectors. A User's Guide should be immediately prepared
with updates accommodating user requests so that GWC design accommodates rather
than is dictated by user requirements. User bulletins should be issued to
increase the acceptability and usability, and user agency solicited feedback
should provide a basis for optimum capability.




SUMMARY /CONCLUSION

Combine the WWMCCS data base with a global representation of all meteorological

parameters of interest to the modernized base weather station as well as internal °

GWUC forecasters. This decision will meet the WWMCCS requirements and will tend
to eliminate data base redundancy and storage requirements.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

200 - Command and Control Systems - All
409 - Environmental Support - Operation Security

RELATED SPECIFICATIONS

A115-1 through A115-3, A131-1 through A131-9, A341-2, 4, 5, 7
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TRADEQFF TITLE

A13-7 To what extent should application programs know of location and structure
of data?

REQUIREMENTS/BACKGROUND

In the process of retrieving or storing data in a data base, it may enhance the
I1/0 process or the computations done by the applications program if it knows
about the location and structure of the data. The amount of prior knowledge
needed by the applications program should be determined.

DES IGN APPROACHES/CHARACTERISTICS

The two extremes include giving the applications program no knowledge of the
location and structure of data within the data base or seeing that it understands
all of this information. The first approach is more likely to mean that data
base changes will be transparent to the user program compared to the second case;
but, it also means the data base handler will necessarily be more complicated.

ANALYSIS

There are many changes which the data base will undergo which make it very
undesirable for an applications program to expect any particular location and

structure for data. Some of the primary factors producing these changes include:

a. Gradual expansion of the data base due to storage of new or different

parameters.
b. Use of "overlay" data bases to alleviate security problems.
c. Staging techniques for storage devices,
d. Preprocessing or reformatting of data to meet specific needs,

e. Use of filtering of data in place of memory search.
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Among other complications, these new procedures and the fact that great amounts
of mass storage will be available far cheaper than before means a large,
redundant, and dynamic data base. In short, it would be a time-consuming
procedure for an applications program to predict the location and structure of
the data it needs. To meet requirements the data need only be delivered to the
function in the proper order and format by the data base handler.

i SUMMARY /CONCLUSION

E No knowledge of Tocatinn and structure of data within the data base is needed
by applications programs. This asserts that only the data base handler need
have detailed knowledge of the exact data base format.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

No requirements.

RELATED SPECIFICATIONS
A132-17, 18, 20, 21, A332-1




TRADEOFF TITLE

A13-8 Should a distributed data base concept be allowed?

REQUIREMENTS/BACKGROUND

One concept of data base design involves breaking it into sections which relate
to their functional origins or usages and dedicating the storage to individual
processors. Three divisions, for example, might be associated with satellites,
models, and conventional observations. This "distributed" data base concept is
an option opposed to the central data base theme.

DESIGN APPROACHES/CHARACTERISTICS

The distributed data base concept is in conflict with the central data base
design which has already been adopted (see A15-2 and A15-9).

ANALYSIS
(See A15-2 and A15-9)

SUMMARY /CONCLUSION

There will be a universal data base with classified overlays. Beyond this the
exact structure is yet to be determined. ‘

RELATED REQUIREMENTS

This Trade Study is releated to the following requirements:

No requirements.

RELATED SPECIFICATIONS

Am3i-2, 3, 7, 8, 9, A132-1, 4, 5, 9, 11, 12, A261-1 (e, k), A341-3, A251-1




TRADEOFF TITLE ]

p A13-9 Will the present meteorological data base structure accommodate current
2 requirements and what are the alternatives?

REQUIREMENTS/BACKGROUND

The present meteorological data base structure at GWC is the product of an

8 evoTving set of requirements. The result is that it may now resist more growth
g | and not be able to adjust to even more requirements. Its adaptability to change
' should be investigated.

DESIGN APPRAOCHES/CHARACTERISTICS

i_ The opposite approaches are straightforward: .
a. Keep the present structure for the meteorological data base.

b. Modify the meteorological data base structure so that it can more easily : i
; - accommodate new requirements. ' ,>

ANALYSIS

i _ " The structure of the data base is based on three vectors: a time vector, a g
" vector in which each element is a box-3 space and a vector which has each :
element the value of meteorological parameter in that space at the time. The

| : present data base structure philosophy accommodates the current data, but will 3
not necessarily accommodate post-1977 versions. Even though the three important }
vectors remain the same their nature changes.

]
I_ 1

? Starting first with the time vector, in the present data base the structure
E ] depends to some degree on the assumption of only a few convenient intervals
i T (older data are purged). It assumes purge of all data simultaneously for a
given time and point in 3-space. It assumes no two sets of data‘can be é
represented ‘at a single point in time. With the existence of three input
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satellite systems updating the data base when the data are available and the
possibility for purging only part of the data for a given point, the time
dimension takes on more of a continuous nature rather than being discrete and
cyclic.

The dimension which describes a solid in 3-space also is changing in the

era of the new architecture. Presently only one grid scale is accommodated
with all others treated as an exception. With the mesoscale support of tactical
systems sometimes for prespecified target areas, it seems the data base must

b

accommodate a variable grid structure or at least provide an equally simple and
efficient structure for each system as well as a useful interrelationship.

We envision the parameter set associated with a single-space time point accommoda-f
ting more variables, but on the other hand allowing a wider variation in the 3
number of variables represented at a single point. This may be due to the need

for identification of data source and data reliability, Observation is needed

in the probabilistic line of sight problem, for example. We see the expansion

of trend variables or trend statistics as possible parameters. The new structure f
must accommodate an expansion, even though we cannot currently identify exactly
what that expansion will be.

There are cascading effects associated with the changes mentioned above. For 3
example, we can no longer necessarily afford to automatically duplicate the }
meteorological data base on all systems if the time update is on an almost
continuous scale. The structure of the system may be so complex in storage that
both users and user programs must have a simpler visualization of the structure
than that actually incorporated. Thus, data base management routines and an
"apparent structure" must be developed.

If we are unable to update dita bases, a new security problem is imposed if all f
systems are to work off of a single data base. A pdfential solution is the use
of overlap data bases which are classified and contained within a secure
environment as well as a concept of requesting data from a higher to a lower
level.
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The final consideration involves the aVai]abi]ity of different hardware capabili-
ties in the 1982 era. Manufacturers have incorporated staging techniques which
allow data to be moved from slower to more rapid access devices (e.g., from tape
to disk to auxiliary memory to main memory). Further we can buy great amounts of
mass storage much cheaper than we ever could before thus allowing more efficiency
in addressing and access at the cost of a 1ittle more wasted memory.

The additional storage and the availability of fast-array processors suggest pre-
processing into applications-peculiar formats. It suggests redundancy for overlap
storage to ensure rapid sequential read for contiguous areas. It may even imply
sequential read and filter as opposed to memory search.

SUMMARY /CONCLUSION

It is SDC's opinion that simply modifying the current data base structure is an
undesireable approach in formulating the new meterological data base. We think
that a hierarchical gridding system (such as the Navy's spherical triangle
system)_shouldvbe investigated and recommended. The data base structure should
then be optimized to fit the application.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

No requirements.

RELATED SPECIFICATIONS

A131-1 through A131-9, A132-1 through 24
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TRADEQOFF TITLE

A13-10 What preformatting of data can be accomplished during nonresource
critical periods to accommodate faster processing at run time?

REQUIREMENTS/BACKGROUND

Before a model or other function can make use of information stored in the data
base, it is often necessary to’preprocess or massage the data, putting it in a
form more adaptable to the specific use. If this preformatting can be accomp-
lished prior to the function's execution, then run time may be reduced during
resource critical periods.

DESIGN APPROACHES/CHARACTERISTICS

The present mode is to store a single representation of all data in their simp]est}
form in the data base. Any modifications to the data base (no matter how simple )
or complex) are then left to the user program to perform. The opposite approach
would consist of storing all data in the data base in the form that they will be
used in (whether preformatted, filtered, or otherwise).

ANALYSIS

At times it is possible to represent the same quantity in'several different ways
for’different needs. A trivial meteorological example would be to 1list tempera-
ture as either Kelvin, Centigrade, or Fahren-ait. j

If these simple conversions could be made before the models ran which used them,
we could save some computation time when it is needed most. The probable avail-
ability of adequate mass storage now makes preformatting even more feasible.

One obvious place where preformatting shows promise involves the handling of
observational data. They are primarily used as input to the analysis routines
and they may consist of up to 120 parameters packed in 30 words. Decoding this
for some particular information can be a big job for an analysis routine and
maybe one that can be done prior to its execution.
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Analyzing satellite data for cloud information is a tedious procedure (due to

the large data amounts) and most of it might also be done earliier-preprocessed

and preformatted for use by the cloud analysis routines.

An example of the potential gain due to preformatting concerns the conversion
between the grid that the AWSPE works in (53 x 57), and the data base grid
(47 x 51). (The large area is necessary to minimize boundary instability
problems.) The smaller grid is a point-for-point subset of the larger, but
still the conversion between grids takes about 10 minutes SUPS per execution
of the AWSPE. At the present time the AWSPE is scheduled to closely

follow the execution of the analysis routines so that no overhead time is
available for preprocessing. Future systems however, with faster computation
rates and data base handling routines adept at data formatting, make such
preprocessing of data more feasible and attractive, benefitting routines like

the AWSPE.

SUMMARY /CONCLUSION

Preformat data for specific uses when it is cost effective to do so, storing
both the initial and preformatted representations in the data base.

RELATED REQUIREMENTS

This Trade Study is related to the following requirements:

200 - Command and Control Systems - All
406 - Environmental Support - Satellite Image<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>